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Abstract—Although network function virtualization (NFV) is
a promising approach for providing elastic network functions,
it faces several challenges. A critical but difficult issue for the
service and network providers is deciding where to instantiate a
list of virtual network functions (VNFs), namely VNF placement
problem. In this paper, we investigate the VNF placement,
for the purpose of resource and network traffic consumption
minimization. Moreover, we consider the arrival rates of users’
requests for different types of service function chains (SFCs).
This allows the placement scheme to adapt to users’ time-varying
requests and improve the network resource utilization. Then we
formulate the VNF placement problem as a jointly constrained
optimization problem. Afterwards, we propose an approach
called joint optimization resource and traffic consumption (J-
ORTC) with enhanced biogeography-based (EBBO) optimization
algorithm to resolve the VNF placement problem. Finally, the
evaluation results show the effectiveness of J-ORTC approach
and performance advancement over the benchmarks.

Index Terms—Network Function Virtualization, Service Func-
tion Chain, Resource allocation, Virtual Network Function

I. INTRODUCTION

Network function virtualization (NFV), an innovative net-

work architecture paradigm, has emerged as a promising

network architecture. Encouraged by the benefits of NFV,

more and more enterprises and network operators exploit NFV

technology to reduce the expenditure of network function

management and infrastructure construction [1].

We use SFC requests (SFCRs) to describe users’ service

requests. Correspondingly, for the elements included in a

specific SFCR, we treat them as VNF requests (VNFRs).

When hundreds of SFCRs arrive in the cloud, the cloud service

providers face a critical but difficult problem which refers to

the VNF placement problem. Particularly, the problem is how

to deploy a series of SFCs, which separately contains one or

more VNFs, on physical nodes in the cloud. Generally, an

effective scheme of VNF placement requires meeting one or

more optimization objectives, such as maximizing the network

throughput or minimizing the resource consumption [2]. A

good placement scheme can not only increase the network

resource utilization, but also provide more profits for service

providers. Generally, VNF placement problem is tackled as an

integer linear programming problem, with heuristic approaches

to solve it, such as [3], [4] and [5].

Different from most of existing works, the VNF instances

are shareable in our consideration, which implies a VNF

instance can serve multiple tenants at the same time [5]. In this

paper, we consider the VNFRs in SFCRs as the tenants. To

improve the utilization of network resource in VNF placement,

two optimization objectives are considered:

1) Resource consumption. The resource consumption con-

sists of two parts. One part is the consumption for

processing users’ service requests. The other part is the

basic resource overhead (BRO) of instantiating the basic

functionality of a VNF, such as the consumption to run an

operation system (OS) and related libraries of one VNF

[6]. In this paper, the resource consumption is concretized

as CPU consumption. Considering the shareable VNFs,

by placing VNFRs that require the same type of VNF

instance together, fewer VNF instances are needed and

the BRO subsequently decreases, leading to less resource

consumption.

2) Network traffic consumption. The traffic consumption

occurs when a VNF communicates with another VNF

via the virtual connection between them. Specifically, the

network traffic consumption comes from two parts. One

part is the total traffic capacity assigned to the virtual

links, which mapped on an active physical link. The other

part is the overhead of operating that active physical link

based on the hop distance [7]. If all the VNFs in an SFC

are placed on the same node, the traffic loads among these

VNFs are limited in the node, so the traffic consumption

can be avoided.

Afterwards, we take a less-considered factor into consider-

ation, which is the arrival rate of users’ SFCRs for using

a specific SFC. Using this factor, we can derive a more

precise resource consumption required by VNFs and use it to

guide the VNF placement. Based on the more precise resource

consumption, the scheme of VNF placement can better adapt

to users’ time-varying SFCRs and save network resource.

However, objective 1) and 2) are conflicting. Since min-

imizing the resource consumption can increase the number

of active physical links that leads to high network traffic

consumption. Meanwhile, optimizing the traffic consumption

needs more VNF instances, then the resource consumption

increases subsequently. Therefore, we devise an approach for

joint optimization resource and traffic consumption (J-ORTC)

of the VNF placement with enhanced biogeography-based
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optimization [8] (EBBO) algorithm.

Our key contributions are summarized as follows:

1) We formulate the resource-efficient and traffic-aware

VNF placement problem as a jointly constrained opti-

mization problem, considering the time-varying arrival

rates of users’ SFCRs. Then we introduce J-ORTC ap-

proach which aims to minimize the total incurred resource

and network traffic consumption in the system.

2) To derive the solution for J-ORTC problem, we propose

an algorithm which is based on biogeography-based

optimization (BBO) algorithm. Since the original BBO

is expensive to directly solve J-ORTC, we carefully

seek a penalty function that reduce the original BBO’s

state space of feasible solutions. The combination of the

penalty function and BBO is EBBO algorithm, which

efficiently reduces the convergence time.

3) To obtain more precise resource consumption of VNFs,

we employ follow-the-regularized-leader (FTRL) [9],

which is an online learning approach, to derive the arrival

rates of users’ SFCRs from the trace data in Facebook’s

datacenter [10]. We then compare J-ORTC approach with

other approaches in several case studies. Our simulation

results demonstrate that J-ORTC approach provides near-

optimal solutions and effectively reduces the total in-

curred consumption in the system. Furthermore, J-ORTC

achieves lower total consumption than the benchmarks.

The rest of this paper is organized as follows. Section II

discusses about the related works. Section III describes the

system model and problem statement. Our solution EBBO

is introduced in Section IV. Afterwards, the performance

evaluation of J-ORTC is represented in Section V. Finally,

we make a conclusion in Section VI.

II. RELATED WORKS

Recently, NFV and the related VNF placement have re-

ceived plenty of attentions from academia and industry. In [3],

they proposed a near optimal solution for actual placement

of VNFs using the physical network and gave a theoretical

proof. Kuo et al. [11] studied the VNF placement problem

considering the relationship between server usage and link.

In addition, the authors conducted a mathematical program

analysis and presented a heuristic scheme. The authors in

[7] employed the Markov approximation-based algorithm to

optimize the VNFs placement, with the goal of minimizing

the operational and traffic cost for NFV chaining. Rankothge

et al. [12] proposed genetic algorithms to optimize the VNFs

resource allocation in cloud datacenter. The authors in [5]

considered the shareable VNFs and the authors proposed

a two-stage heuristic solution to optimize the used nodes.

However, most of the existing works on VNF placement

problem pay little attention to the shareable VNFs, ignoring

the fact that the shareable VNFs can improve the utilization

of network resource.

Another important optimization objective of VNF placement

is the network traffic consumption. Works in [13] and [7] con-

sidered solely the network traffic consumption and neglected

the resource consumption. The authors in [14] only focused

on traffic changing effects and dependencies between VNFs.

In [15], the author analyzed the network traffic in detail, but

they did not elaborate this factor in the objective function.

Although few works consider the arrival rate of users’

SFCs requests in VNF placement, some researches on VNF

provisioning have taken into account the time-varying users’

SFC request. In [16], the authors designed online algorithms

with the goal of minimizing the VNF provisioning cost, which

considered both single SFC and multiple SFCs. Mijumbi et

al. [17] designed a predictive algorithm based on the graph

neural network to optimize resource allocation for each VNF

component. Zhang et al. [18] designed a proactive online

algorithm to reduce resource consumption, but the bandwidth

consumption problem is ignored.

TABLE I
NOTATIONS

Parameters Descriptions

SFC related
N set of total physical nodes in network.
R set of total SFCRs, r ∈ R is an SFCR.
Pr set of total VNFRs in SFCR r, p ∈ P is a VNFR.
V types number of VNFs, v ∈ {0, 1, ..., V − 1}.
T a time interval we analyze.
Φ number of samples in a time interval T .
tφ the φth time point in the time interval T .

Optimization

xr
pn

whether VNFR p in SFCR r is hosted on
physical node n.

ynv
whether a type-v VNF instance is placed
on node n.

krpv
whether VNFR p in SFCR r demands a
type-v VNF.

arrr(tφ, tφ+1)
the arrival rate of users’ requests for SFC r
in sample time .

τv
resource consumption required by a type-v
VNF to support its processing capacity

prcp(tφ, tφ+1)
resource consumption required by VNFR p
to process users’ requests.

brov
basic resource overhead required by a type-v
VNF instance.

trfr
pp′

traffic rate required by VNFRs p and p′
in SFCR r.

lnn′ hop distance between nodes n and n′.
Qres

n resource capacity of node n.

Qlink
nn′ link capacity of physical link (n, n′).

α cost of per unit resource consumption.
β cost of per unit traffic capacity.

Itotal
total resource consumption incurred
in the system.

Gtotal
total traffic consumption incurred
in the system.

Ftotal objective function of the J-ORTC problem

III. SYSTEM MODEL AND PROBLEM STATEMENT

In this section, we formally present our system model

and then present the mathematical formulations of the VNF

placement problem.

A. System Model

Let R be the set of total SFCRs that arrive in time interval

T . To make a distinction, we use p ∈ P to denote the elements
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(which is a VNFR) in a specific SFCR and use V to indicate

the specific VNF type that VNFR p demands. In each sample

time [tφ, tφ+1], we use arrr(tφ, tφ+1) to denote the arrival rate

of users’ SFCRs. We assume that all arrival rates are fixed in

[tφ, tφ+1] but may vary in other sample times. Though the

arrival rates are not guaranteed to be error-free, they are still

a good reference for J-ORTC. We then assume that there are

Φ sample times in T , and tφ indicates the φth time point in

T .

In most of existing works, the VNF instances are considered

to be unshareable, which means each VNF instance can only

serve one tenant. Different from the unshareable instances,

we consider the VNF instances are shareable in this paper,

which means a VNF instance can serve multiple tenants at

the same time and provide lower service price, higher resource

utilization, conveniences and flexibility for service providers.

Specifically, we consider the VNFRs in SFCRs as the tenants

in our paper. Hence, we only need to instantiate a specified

VNF on one node. Notably, for one specified VNF, there exist

multiple instances of it within the entire system.

B. Problem Formulation

The descriptions of the used notations are shown in Table

1.

Firstly, we need to guarantee that one VNFR p of an SFCR

r is assigned to only one node n as captured by the following

constraint: ∑
n∈N

xr
pn = 1, r ∈ R, p ∈ Pr, (1)

where xr
pn indicates whether a VNFR p of an SFCR r is hosted

(xr
pn = 1) on node n or not (xr

pn = 0).

We subsequently introduce the resource constraints for

resource consumption. We firstly define the following binary:

yvn =

⎧⎪⎨
⎪⎩
1,

∑
r∈R

∑
p∈Pr

xr
pn · krpv � 1,

0 otherwise,
(2)

where n ∈ N , and krpv indicates whether VNFR p in SFCR r
demands (krpv = 1) the type-v VNF instance or not (krpv = 0).

Therefore, Eq. (2) represents whether we need to deploy a

type-v VNF instance on node n for the VNFRs that need

it. Afterwards, based on [19], we formulate the processing

consumption required by a VNFR p as follows:

prcp(tφ, tφ+1) =
∑
r∈R

krpv · arrr(tφ, tφ+1) · τv. (3)

where τv is the resource consumption required by a type-v
VNF instance to support its processing capacity. So Eq. (3)

indicates the resource consumption of a VNF p for processing

users’ service requests in sample time [tφ, tφ+1]. Finally, we

need to guarantee that the total resource consumption assigned

to node n should be less than the resource capacity Qres
n of

that node in each time interval T . Hence, the constraint for

resource consumption is∑
r∈R

∑
p∈Pr

prcp(tφ, tφ+1) ·xr
pn+

∑
v∈V

brov ·yvn ≤ Qres
n , ∀n ∈ N,

(4)

where brov indicates the BRO to instantiate a type-v VNF

instance.

Similarly, the traffic rate constraint in time interval T can

be formulated as follows:

∑
r∈R

∑
p,p′∈Pr

p �=p′

trfr
pp′ ·xr

pn·xr
p′n′ ≤ Qlink

nn′ , n, n
′ ∈ N,n �= n′, (5)

where trfr
pp′ represents the required traffic rate of logical link

(p, p′), and Qlink
nn′ represents the traffic rate capacity physical

of link (n, n′).
Based on Eq. (4) and (5), we have the following total

resource consumption and the total traffic consumption.

Itotal = α ·
∑
n∈N

[∑
r∈R

∑
p∈Pr

∑
φ∈Φ

prcp(tφ, tφ+1) · xr
pn

+
∑
v∈V

brov · yvn
]
,

(6)

Gtotal = β ·
∑

n,n′∈N
n �=n′

lnn′
∑
r∈R

∑
p,p′∈Pr

p �=p′

trfr
pp′ · xr

pn · xr
p′n′ . (7)

In Eq. (6), we use α to indicate the cost of per unit resource

consumption. Similar to α, let β denotes the cost of per

unit required traffic capacity. As regards the total traffic

consumption, we use the hop distance lnn′ between nodes

(n, n′) to measure the required network traffic capacity, which

is proved in [7]..

The combination of Eq. (6) and Eq. (7) is the joint opti-

mization resource and traffic consumption (J-ORTC) problem.

The objective function is as follows:

Ftotal = Itotal +Gtotal. (8)

Our target is to minimize the total cost incurred in the system,

minFtotal, s.t. Eq. 1 to Eq. 8. (9)

However, since the problem is NP-hard, the optimal result

cannot be found in foreseeable time. So we propose the EBBO

heuristic solution to solve J-ORTC in polynomial time.

IV. ENHANCED BIOGEOGRAPHY-BASED OPTIMIZATION

ALGORITHM FOR J-ORTC

A. BBO Algorithm

For BBO algorithm, various habitats correspond to various

candidate solutions of the optimized problem. The Habitat

Suitability Index (HSI) is a factor, which reflectis the quality

of candidate solutions. The higher the HSI is, the better

the solution will be. A candidate solution is represented by

a Suitability Index Variables (SIVs) vector. There are two
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important operations for SIVs vectors: migration and mutation.

The migration operation indicates the probabilistic sharing

of information among habitats, and the mutation operation

indicates the habitat changes caused by emergencies. With the

help of these two operations, diverse suitability are obtained by

diverse habitats. Eventually, the system can not only achieve

a dynamic balance, but also obtain the final solution of the

optimized problem.

1) Migration Operation: We denote the migration in a

single habitat by a model. In the model, λs and μs respectively

indicate the functions of immigration rate and the emigration

rate. After plenty of experiments, we find that the Linear

Migration Model can acquire the best effect. Hence, we use

it as the final model for EBBO. For each habitat, the SIV

migration operations will bring new habitats. For the habitats,

whose HSI is relatively high, they can generate more SIVs.

Therefore, more SIVs vectors with higher HSI habitats can

be searched. The new habitats will then be ready for the

next mutation operation. Population s, migration rate λs and

emigration rate μs are three factors influence the mutation

probability.

We use Ps to denote the probability which the habitat can

exactly accommodate s populations. The function model is

shown in Eq. (10), which indicates the Ps from t to t+Δt.

Ps(t+Δt) = (1− λsΔt− μs)Ps(t)

+λs−1ΔtPs−1 + μs+1ΔtPs+1

(10)

when Δt→ 0, we use Eq. (11) to derive the equilibrium value

of Ps.

Ps =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

1

1 +
smax∑
k=1

λ0λ1···λk−1

μ1μ2···μk

s = 0

λ0λ1 · · ·λs−1

μ1μ2 · · ·μs

(
1 +

smax∑
k=1

λ0λ1···λk−1

μ1μ2···μk

) 1 ≤ s ≤ smax

(11)

2) Mutation Operation: The BBO algorithm simulate natural

disasters and diseases of a habitat via a mutation operation.

The mutation probability ms can be formulated as Eq. (12),

where Pmax indicates the max value of Ps. And mmax is a

specific value, which indicates the upper limit of the mutation

probability.

ms = mmax(1− Ps

Pmax
) (12)

B. Combination of J-ORTC Problem and EBBO Algorithm

First, we should establish the correspondences between the

J-ORTC problem and BBO algorithm. Therefore, we convert

constraints Eq. (4) and (5) into the constraint functions as

shown in Eq. (13). Since the original BBO has a large state

space of feasible solutions, it is inefficient to solve J-ORTC

problem. Therefore, we carefully seek a penalty function and

combine it with the original BBO algorithm. When a penalty

function
∑

k[max(hi(x, k), 0)]
2 is added, whether a solution

meets all constraints can be effectively distinguished. And this

Algorithm 1 J-ORTC approach with EBBO algorithm

Input: nodeList, SFCList, VNFList, communication cost ma-

trix C

Output: the VNF placement scheme X
1: Initialize nodeList, SFCList, VNFList

2: Initialize parameters E, I , mmax,the max amount of

populations smax, the times of generations G, the amount

of elites En, dimension of SIVs vector D
3: Compute migration rates λs and μs,mutation rate ms

4: Compute prcp(tφ, tφ+1) and trfr
pp′

5: Use F ∗total to randomly initialize and classify a set of

habitats H in ascend

6: while g = 1 to G do
7: Pick out En as best habitats

8: while i = 1 to smax do
9: if rand(0, 1) < λi then

10: while j = 1 to G do
11: if rand(0, 1) < μj then
12: Randomly pick out a SIV from the habitat Hj

13: Use this SIV in Hj to replace the correspond-

ing SIV in Hi

14: end if
15: end while
16: end if
17: end while
18: while i = 1 to smax do
19: while j = 1 to D do
20: if rand(0, 1) < mj then
21: Use a random SIV to replace the j-th SIV of

Hi

22: end if
23: end while
24: end while
25: Classify all habitats according to HSI

26: Use the eltis to replace the en habitats

27: Classiyf all habitats according to HSI again

28: end while
29: return the VNF placement scheme X from H

is the enhanced biogeography-based optimization (EBBO) al-

gorithm. This penalty function eliminates solutions that violate

constraints during the iteration, thus, to improve the efficiency

of the algorithm. Afterwards, F ∗total is formulated with penalty

multipliers ηi � 1, as shown in Eq. (14). Consequently, the

optimization objective is to minimize F ∗(X).

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

h1(x) =

[∑
r∈R

∑
p∈Pr

prcp(tφ, tφ+1) · xr
pn

+
∑

v∈V brov · yvn
]
− Qres

n

h2(x) =
∑

r∈R
∑

p,p′∈Pr
p �=p′

trfr
pp′ · xr

pn · xr
pn′ − Qlink

nn′

(13)
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TABLE II
RESOURCE REQUIREMENT FOR DIFFERENT VNF TYPES

Parameter
VNF types

FW NAT WOC IDPS TM VOC

resource for processing (Mbps) 12.5 10.3 7.5 9.38 8.5 18.1
resource for instantiating (Mbps) 400 300 100 600 268 580

Fig. 1. The network topology and cost matrix.

F ∗total = Ftotal +
∑
i

ηi ·
∑
k

[max(hi(X), 0)]2 (14)

Populations s can correspond to the number of used nodes.

Therefore, λs and μs can be obtained with a specific migration

model. SIVs vector is the solution to the VNF placement

problem. Mutation operation can randomly modify SIVs based

on Ps and mmax. The value of mmax is customized and

tunable.

C. Implementation Algorithm of J-ORTC Approach

We introduce the implementation EBBO algorithm of J-

ORTC approach, as shown in Algorithm 1. En is the amount

of the elite solutions, and we make En = 2. Steps 1-5 are

initialization, then the optimization loop begins. The migration

operation is steps 8-17, we use λs and μs to decide the amount

of information to share among habitats.The mutation operation

is steps 18-24, we use μs to decide the SIVs that are required

to be updated. In the end, habitats should be classified by HSI.

At the end of iterative process, we can obtain the final scheme

of the VNF placement.

V. EXPERIMENTAL EVALUATIONS

In this section, to validate the efficacy of J-ORTC approach,

we evaluate it in detail and compare it with other state-of-

the-art approaches. We conduct experiments in Java Alevin

[20], which is a simulation environment widely used in VNF

placement problem.

A. Simulation Setup

First, we consider three types of SFCs whose configurations

are set according to three representative services. And the

specific VNFs in these SFCs are demonstrated in Table 2.

The required resource consumption of these VNFs conforms

to commercial appliances in [19], as shown in Table 3. Then

we set the time interval T is a day, and each sample time

TABLE III
SFCS AND NETWORK TRAFFIC REQUIREMENTS

SFC types Used VNFs
required traffic

rate (trfr
pp′ )

Web Service NAT-FW-WOC-IDPS 100kbps
VoIP NAT-FW-TM-FW-NAT 64kbps

Online Game NAT-FW-VOC-WOC-IDPS 50kbps

[tφ, tφ+1] is an hour. Based on the topology in [7], we use the

Fat-tree cost matrix C to describe the network topology of the

system, as shown in Fig. 1.

Afterwards, we use the trace data from Facebook [10]

within 5 time intervals to evaluate the performance of J-ORTC

approach. Moreover, we use the online learning method FTRL

[9] to derive users’ SFCs requests from the trace data. In terms

of basic configuration, α and β are respectively set to 0.05

and 0.1, each node has 5 Gbps resource capacity to hold VNF

instances, and the link capacity is set to 10 Gbps.

We use the following approaches as benchmarks to evaluate

the efficacy of J-ORTC approach.

• Optimal baseline. We use the JuMP Solver [21] to derive

the optimal solution. Then, the gap between the scheme

of J-ORTC approach and the optimal results is revealed.

Since the optimal VNF placement problem is NP-hard,

the runtime of JuMP solver grows exponentially in large

scale problems.

• First-fit placement. First-fit (FF) [22] algorithm selects

the first unsaturated VNF instance with sufficient residual

traffic capacity. If not, it instantiates a VNF instance in

the first unsaturated node with enough available traffic

capacity.

• SAMA: We also compare J-ORTC with SAMA [7],

which is an algorithm based on Markov approximation

approach.

B. Simulation Results

1) Comparison with two baselines. In this section, we

first demonstrate the performance of different approaches in

optimizing resource consumption. Fig. 2 shows that J-ORTC

approach performs much better than FF and SAMA, when

only resource consumption is considered. In terms of network

traffic consumption, EBBO has no obvious advantage over

these two benchmarks, as shown in Fig. 3. It is because J-

ORTC is inclined to place VNFs of one SFC in multiple nodes,

and then there is more network traffic consumption between

the nodes. As for the total incurred consumption, we can see

from Fig. 4 that J-ORTC performs the best in all considered

time intervals. Since FF and SAMA do not consider the arrival
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Fig. 2. Performance of different approaches in
resource consumption.

Fig. 3. Performance of different approaches in
traffic consumption.

Fig. 4. Performance of different approaches in
total consumption..

rates of users’ SFCRs, which makes the total consumption

increase over a long term.

2) Comparison with optimal results. Due to the inherent

complexity of the VNF placement optimal problem, the time

complexity of the optimal approach turns out to be exponential

when the number of SFCRs is large. Therefore, with the help

of JuMP Solver [21], we derive the optimal results with a

small number of SFCRs. Fig. 4 illustrates the performance

gap between J-ORTC and the optimal baseline. We can see

that J-ORTC can obtain near effect compared with the optimal

baseline derived by the JuMP Solver.

VI. CONCLUSION

In this paper, we study the VNF placement for cloud ser-

vice providers, considering resource consumption and network

traffic consumption. Moreover, we take the arrival rates of

users’ SFCs requests into consideration, that can derive a more

precise resource consumption to improve network resource

utilization. Then we formulate the problem as a constrained

joint optimization problem and establish a suitable model,

aiming to minimize the total consumption incurred in the

system. Afterwards, we propose an approach called J-ORTC

with EBBO algorithm to solve the problem. In order to

evaluate the efficiency of J-ORTC approach, we compare it

with several current approaches. Our simulation results show

that the scheme derived by J-ORTC is close to the optimal

result and outperforms the benchmarks.
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